Performance and Stress Test Report on E-Detective 500 and 1000 models
Decision Group
May 2010
I. Executive Summary Report
The throughput performance of system for digital forensic, lawful interception and data leakage protection is more and more addressed by government agencies and enterprises as one of important purchase criteria.  The major reason is that large volume (counted by Giga-bit per second) of data packets are always passing by day and night through backhaul of Internet nowadays.
Decision Group’s E-Detective is the most powerful system for government agencies and enterprises to capture data, parse data, and reconstruct data into information by 140 protocols.  Though it had the highest customer satisfaction for the past few years, it also faces higher customer expectation recently in terms of network throughput, system performance.
By redesign system architecture, and deployment in network infrastructure, the throughput of E-Detective can reach the level of Gbps bandwidth, which is the basic requirement for Internet service providers and large enterprise accounts in the market.
The unique feature of E-Detective is to parse the packets, reconstruct all information based on protocol or application, display information while it is still capturing packets from network.  Performing these tasks simultaneously, OS must allocate its system resources to all processes of ED proportionally.  Thus, how to tune system parameters of OS is very important for system administrator.  On the other hand, ED has been well tuned before shipment, so it always can perform more than expected in customer site.
We want all tested ED system just as the one we ship to customer site. So, before test, ED was configured as the normal shipped one.   
In this report, we provide the test information of procedure, equipments, network infrastructure and result on E-Detective products.  By this report, we can also find out the maximum throughput of E-Detective.  Most of data captured and decoded in E-Detective system are done by hardware resources, such as CPU, memory, NIC and storage.  Therefore, application structure and operation system will be the major key factors for performance of E-Detective.    

II. Test Report

[Purpose]
To test the performance of DG E-Detective 500 and 1000 by the following:
1. The threshold of packet reception from network
2. The threshold of packet management in the system
[Attendants]
1. Chunghwa Telecom (CHT): witness for the test carried out 
2. Ring Line Corporation:  provider of Cisco device and network lab for test
3. Envinex Technology Co. Ltd.: provider of Ixia device and help to packet generation
4. Decision Group: provider of E-Detective 500 and 1000 models for test
[Test Equipment]
1. Packet Generation –

In this test, Ixia Optixia XM2 was used as packet generator with its associated application Aptixia.
2. Network Tap – 
VSS V4.24 Tap was used for data packet record analysis and connection control between test and tested equipments in high speed test
3. Network Device –
Cisco 3750 was introduced as major switch for packet transference to E-Detective in medium speed test
[Tested Equipment]
Software – E-Detective Software , ED2 1.15
Operating system – Debian Linux 2.6
Hardware – (HP ProLaint DL380 rackmount servers)
1. E-Detective 500
1.1. Average throughputs: 500 Mbps
1.2. CPU: Intel 5520 – 2.26GHz X 2 
1.3. Memory: 16 GB
1.4. Storage: 300GB with raid 5 configuration
1.5. NIC
i. System: Gigabit UTP
ii. Intel - 1 X gigabit port
2. E-Detective 1000
1.1. Average throughputs: 1000 Mbps
1.2. CPU: 2 X Intel E5540 - 2.53 GHz
1.3. Memory: 32 GB
1.4. Storage: 300GB with raid 5 configuration
1.5. NIC
i. System: Gigabit UTP
ii. Intel - 3 X gigabit ports
[Network Infrastructure]
1. E-Detective 500
Packets were generated by Ixia Optixia XM2 by single loop through Cisco 3750 to Decision E-Detective 500 with packets of HTTP, SMTP and FTP.
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2. E-Detective 1000
Packet were generated by Ixia Optixia XM2 by double loops through VSS V4.24 and mirror ports to Decision E-Detective 1000 with packets of HTTP, SMTP and FTP
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[Test Procedure and Result]
1. E-Detective 500 Test
Date : 11:30 ~ 17:00, 30 March, 2010
Case 1：HTTP 450Mbps TEST, Time: 150 sec

Speed of packet generated: 465Mbps
IXIA packet number sent: 9,787,675
TAP packet number received: 9,787,675
ED packet number received: 9,787,675
No data lost, and meet all requirements.
Case 2：SMTP/POP3 450Mbps TEST, Time: 150 sec
Speed of packet generated: 160Mbps
IXIA packet number sent: 3,093,730
TAP packet number received: 3,093,730
ED packet number received: 3,093,730
No data lost, and meet all requirements.
(The speed of packet generated is only 160Mbps, because of longer linkage of SMTP/POP3)
Case 3-1：FTP 450Mbps TEST, Time: 150sec
Speed of packet generated: 463Mbps
IXIA packet number sent: 8,318,490
TAP packet number received: 8,318,344
146 packets lost in TAP side, the same with the value of Cisco Switch Drop
ED packet number received: 8,318,344
No data lost in ED side, and meet all requirements.
Case 3-2：FTP 450Mbps TEST, Time 150sec
Speed of packet generated: 463Mbps
IXIA packet number sent: 8,294,669
TAP packet number received: 8,294,669
ED packet number received: 8,294,669
No data lost, and meet all requirements.
Case 4：HTTP/SMTP/FTP 450Mbps Mixed TEST, Time: 150sec
Speed of packet generated: 500Mbps
IXIA packet number sent: 8,968,963
TAP packet number received: 8,968,963
ED packet number received: 8,968,963
No data lost, and meet all requirements.
Case 5：HTTP/SMTP/FTP 600Mbps Mixed TEST, Time:150sec
Speed of packet generated: 610Mbps
IXIA packet number sent: 11,861,934
TAP packet number received: 11,545,267 
316,667 packets lost in TAP side, the same with the value of Cisco Switch Drop
ED packet number received: 11,545,267
No data lost in ED side, and meet all requirements.
TAP packet lost estimated=610Mbps*(11545267/11861934)=594Mbps
Case 6：HTTP 600Mbps 30,000 Sessions TEST, Time: 150sec
Speed of packet generated: 550Mbps
IXIA packet number sent: 24,181,508
TAP packet number received: 24,181,508
ED packet number received: 24,181,508
No data lost, and meet all requirements.
2. E-Detective 1000
Date : 10:30 ~ 15:00, 14 April, 2010
Case 1: HTTP (67.53%)+UDP(32.47%) Mixed TEST, Time: 10 min
Speed of packet generated:  HTTP=650Mbps，UDP=305Mbps
IXIA packet number sent: 15,116,400+65,971,815=81,088,215
TAP packet number received: 15,116,400+65,971,815=81,088,215
ED packet number received: 15,116,400+65,971,815=81,088,215
Packet stored in hard disk: 81,088,215
No data lost, and meet all requirements.
Case 2: HTTP 900Mbps Single Port TEST, Time: 10 min

Speed of packet generated: 807Mbps
IXIA packet number sent: 83,778,072
TAP packet number received: 80,750,465
3,027,607 Packets lost recorded in TAP side
(Received ones=37260306+46517766=83,778,072
Transferred ones=80,750,465- Received ones =-3,027,607)
ED packet number received: 80,750,465
Packet stored in hard disk: 80,750,465
No data lost in ED side, and meet all requirements.
TAP packet lost estimated =807*( 80750465/83778072)=778Mbps
Case 3：Dual Ports 1000Mbps Longer Term Mixed TEST
Loop1 - 450Mbps：HTTP (43%)+FTP(50%)+SMTP/POP3(7%)
Loop2 - 450Mpbs：UDP(100%)
Time: 30Min
packet number sent: Loop1=450Mbps，Loop2=450Mbps
IXIA packet number sent: 73,144,800+106,023,837=179,168,637
TAP packet number received: 73,144,800+106,023,837=179,168,637
ED packet number received: 73,144,800+106,023,837=179,168,637
Packet stored in hard disk: 179,168,637
No data lost, and meet all requirements.
Case 4：Dual Ports 800Mbps 30,000Session TEST

Loop1 400Mbps：HTTP(100%)

Loop2 400Mpbs：HTTP(100%)

Time: 3Min
packet number sent: Loop1=395Mbps，Loop2=410Mbps

IXIA packet number sent: 13,234,149+13,265,813=26,499,962

TAP packet number received: 13,234,149+13,265,813=26,499,962

ED packet number received: 13,234,149+13,265,813=26,499,962

Packet stored in hard disk: 26,499,962

No data lost, and meet all requirements.

Case 5：Dual port 1500Mbps TEST
Loop1 750Mbps：HTTP(100%)
Loop2 750Mpbs：HTTP(100%)
Time: 3min
packet number sent: Loop1=760Mbps，Loop2=730Mbps

System halted by 130 sec.  Packet reception rate is normal in NIC of ED but decoding buffer reaches 100%, which is over system loading, so it is stopped.
Case 6：HTTP 800Mbps+UDP 400Mpbs TEST, Time: 600sec
packet number sent: HTTP=795Mbps，UDP=410Mbps

IXIA packet number sent: 19,648,736+80,451,795=100,100,531

TAP packet number received: 19,504,800+80,451,795=99,956,595

143,936 Packets lost in TAP side
ED packet number received: 19,504,800+80,451,795=99,956,595

Packet stored in hard disk: 99,956,595

No data lost in ED side, and meet all requirements.
TAP packet lost estimated =(795+410)*( 99,956,595/100,100,531)=1203Mbps
[Test Result]
DECISION Detective 500-

Total Throughput: 594Mbps (for operations of both packet capturing and data reconstruction)
DECISION Detective 1000-

Total Throughput: 1203Mbps (for operations of both packet capturing and data reconstruction)
III. Conclusion
In this test, there were some instances, which data packets were dropped between Ixia and Tap (Cisco switch and VSS tap).  After tuning Ixia, we found out that packet drop decreased or stopped.  Between Tap and E-Detective, there was no data lost or dropped in the test period.
E-Detective performs perfect job to receive and decode data simultaneously without data lost or drop in the test.  E-Detective system takes the jobs of data capturing, parsing, reconstruction, replay in one box, so system resource is very important for ED application.  It is the major mission for DG engineers to integrate all software modules and tune OS before shipping to customers.
The final throughput of 1203Mbps for single box is not the limit.  We use generic Intel NIC in our system for this test.  In the future plan, we will apply high speed data capture card with its own CPU and memory to process sniffer function, and send pcap data stream back to reconstruction module in our E-Detective system.  In such configuration, there will be more CPU and memory resources for internal data reconstruction operation.  We believe such configuration will greatly enhance throughput of our current system close to the limit of NIC bandwidth.
After test, it proves that our E-detective system can be deployed in Giga-bit network in large enterprise accounts or in well-planned distributed network infrastructure of Telco or ISP accounts.  Decision Group will provide our product with high speed performance to our customers and partners in order to meet high standard of customer satisfaction.
	
	Page  2
	

	
	
	



